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Azure Cloud Security Design for Insurance – Characteristics

• Multiple industry verticals

• High value client business assets in form of complex insurance policies

• Subject to numerous regulations in compliance and privacy protection, varied from industry 

to industry

• Owner cloud assets are embedded with trade secrets, proprietary know-what and know-how, 

of which on one-hand, being constantly developed and accessible by authorized employees, 

and on the other, susceptible to data loss   

• High availability real time operation is important but not as critical as it is for some other 

industries such as manufacturing, utilities, and retail businesses

• Growth demand for computing power and data storage is high     
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Azure Cloud Security Design for Insurance – Priorities

• Access Control with adequate security without compromising efficiency

• Data Protection

• Data Loss Prevention
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Azure Cloud Security Design for Insurance – Design Principles

• Design for self-healing and a high degree of error and failure tolerance

• Make all things redundant – avoid single-point of failure

• Minimize coordination – provide all required services and scalability with right subscriptions but not over-

providing

• Partition around limits to minimize the cost

• Design for operation by maximizing use of all Azure native monitoring and logging tools

• Use managed services by leveraging more with PaaS/SaaS and less with IaaS when and where applicable

• Choose right and not best storage options for applications

• Design for evolution with CI/CD pipelines

• Design must be justified by business needs. Business needs must be in line with enterprise business goals  

• Design should take geo-distribution of business verticals into account  
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Azure Cloud Security Design for Insurance – Design Principles

• The afore-mentioned design principles matter in security

• Following those design principles helps reduce risk exposure and enhance security
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Azure Cloud Security Design for Insurance – Design Features

• Hybrid – Certain assets that must reside and operate on-prem

• Dedicated connectivity – ExpressRoutes

• Microservices and containerization 

• Data Loss Prevention – Azure Virtual Desktop for internal use

• CASB and the like for customer-facing applications and external use
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Design Components

• Enterprise Agreement Enrollment

• Azure Active Directory (AAD) and On-premises Active Directory (AD) integration

• Management Groups and Landing Zones 

• Multi-region ExpressRoutes coverage for insurance verticals 

• Azure Defender for Cloud
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Design Component – Enterprise Agreement Enrollment
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Design Component – Azure Active Directory (AAD)
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Design Component – Landing Zones (ALZ)
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• ALZ standardizes all tenants

• ALZ automates tenant foundation build

• ALZ is implemented with multiple Infrastructure as Code (IaC) tools

Bicep

Terraform

Blueprints

Azure CLI

Azure PowerShell

ALZ builds infrastructure foundation in each tenant in accordance with cloud architectural design goals
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Design Component – Defender for Cloud
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Defender for cloud portal - Overview



Design Component – Defender for Cloud
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Defender for cloud portal – Recommendations (CSV report download is available)



Design Component – Defender for Cloud
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Defender for cloud portal – Alerts (CSV report download is available)



Design Component – Defender for Cloud
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Defender for cloud portal – Inventory (CSV report download is available)



Design Component – Defender for Cloud
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Azure CLI – How to query recommendations



Design Component – Defender for Cloud
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Azure CLI – How to query alerts



Design Component – Defender for Cloud
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Design Component – Defender for Cloud
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Defender for Cloud provides a single pane of glass for security management and more
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Defender for Cloud provides a single pane of glass for security management and more
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Design Component – Defender for Cloud
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DFC in free mode



Design Component – Defender for Cloud
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DFC in non-free mode or  
enhanced mode with all 
enhanced security 
features available



Design Component – Defender for Cloud
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Enable enhanced 
security features
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Design Component – Defender for Cloud
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Arc-Enabled Servers

DFC covers non-Azure servers by agents



Design Component – Defender for Cloud
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agents and supporting 
services via HTTPS/443

DFC covers non-Azure servers by agents
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DFC communicates with 
agents and supporting 
services via HTTPS/443

DFC covers non-Azure servers by agents

Admin interacts with DFC 
by Portal, Azure CLI, Azure 
SDK, and REST API



Design Component – Defender for Cloud
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DFC covers non-Azure servers by agents

Example of a non-Azure 
server on-prem with agent 
running connected to 
Azure



Design Component – Defender for Cloud

34Tony Shen, Data Communications Labs

DFC covers non-Azure servers by agents

Example of AWS inventory
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DFC covers non-Azure servers by agents

Example of GCP inventory



Design Component – Defender for Cloud
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MDE is device/server centric
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MDE has two plans. Plan 1 covers devices
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Plan 2 covers devices and servers



Design Component – Defender for Cloud
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Defender for Servers supports security for servers in a hybrid and multi-cloud environment. 
Defender for Servers and MDE Plan 2 overlap in protecting servers



Design Component – Defender for Cloud
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Putting it all together
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• Hybrid including both Azure and on-prem
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• Hybrid including both Azure and on-prem

• EA enrollment (A)

• Management Groups (C)
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• Hybrid including both Azure and on-prem

• EA enrollment (A)

• Management Groups

• Platform MG for Shared Services (Identity, 
Connectivity, Management)

• Landing Zones MG for Tenant deployment

• Identity (AAD based IAM)

• Connectivity (Networking, including ExpressRoutes, 
DNS, UDRs, VPN, FWs)

• Management (Security, Governance, Operations)

• Multi-environment support for tenants including Prod, 
Dev, QA, Stage (not shown). In Prod, Blue/Green 
deployment model can be implemented 

• Microservices and containerization  (not shown)

• Data Loss Prevention – Azure Virtual Desktop for 
internal use (not shown)

• AAD B2C, CASB and the like for customer-facing 
applications and external use (not shown)

• DevOps with Pipelines from Non-Prod to Prod (I)

• Defender for Cloud shown as Security Center in use in 
distributed fashion 



Summary

55Tony Shen, Data Communications Labs

• Building Security as Code

• Building Security with 

standardization

• Building Security with 

automation

• Enhance Security by leveraging 

native tools such as DFC

• Keep Security with constant 

monitoring and quick response



Q&A
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